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ABSTRACT

Many different carrier file formats can be used to pursue steganography, but digital images
are the most popular because of their frequency over the Internet. In this work a new trans-
form domain image steganography method has been proposed which embeds secret message
by modulating adjacent DCT coefficient differences. This approach works for both Gray
Scale and RGB images in both uncompressed and lossless compressed domain , yielding
a high performance in terms of embedding capacity,imperceptibility and resistivity against
some of the well-known steganalysis methods.Experimental results demonstrate the effec-
tiveness and accuracy of the proposed technique in terms of security of hidden data and
various image similarity metrics.
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1. INTRODUCTION
Over the past few decades information hiding has gain popularity with the aid of Internet. The security

and fair use of the information with guaranteed quality of services are important, yet challenging topics. One of the
most important sub disciplines of it is steganography. It is an ancient art of hiding information in ways a message
is hidden in an innocent-looking cover media so that will not arouse an eavesdropper’s suspicion .Compared with
cryptography ,which attempts to conceal the content of the secret message, steganography conceals the very existence
of that [1]. Another form of information hiding is digital watermarking [39], which is the process that embeds data
called a watermark, tag or label into a multimedia object. Steganography works have been carried out on different
transmission media like images, video , text, or audio.Among them image steganography is the most popular due
its high degree of redundancy [27, 33].In video steganography,same method may be used to embed a message in
each of the video frames [44, 10]. Audio steganography embeds the message into a cover audio file as noise at a
frequency out of human hearing range [16]. One major category, perhaps the most difficult kind of steganography is
text steganography or linguistic steganography because due to the lack of redundant information in a text compared to
an image or audio [18, 31]. The text steganography is a method of using written natural language to conceal a secret
message as defined by Chapman et al. [30].Some steganographic model with high security features has been presented
in [3] and [37].

1.1. Image Steganography System

In image steganography system a message is embedded in a digital image (cover image) through an embed-
ding algorithm, with the help of a secret key. The resulting stego image is transmitted over a channel to the receiver
where it is processed by the extraction algorithm using the same key.During transmission of the stego image, it can
be monitored by unauthenticated viewers who will only notice the transmission of an image without discovering the
existence of the hidden message.The block diagram of a generic image steganographic system is given in figure 1.

Rest of the paper has been organized as following sections: Section II describes some related works on
image steganography.Section III deals with proposed DCTDM methodology.Algorithms are described in section IV.In
the section V , different experimental results are discussed and analysed.Section VI describes the performance of
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Figure 1. Generic form of Image Steganography

the DCTDM approach against various image attacks. Section VII deals with the impact of steganalysis methods on
DCTDM approach.Comparision with other techniques has been illustrated in section VIII.Section IX contains the
computational complexity analysis of the embedding methods.Section X draws the conclusion.

2. RELATED WORKS ON IMAGE STEGANOGRAPHY
In this section various steganographic data hiding methods both in spatial domain and transform domain has

been discussed.

2.1. Spatial Domain Steganographic Method

Different spatial domain steganography techniques has been presented in this section.

2.1.1. HUGO Steganography Method

Hugo [41] is a content-adaptive spatial steganography that overcomes the shortcomings of other spatial tech-
niques by using a general high-dimensional image model covering various dependencies of natural images.HUGO
hides messages in the least significant bit of gray scale images following the minimum-embedding-impact principle.
The design is decomposed in two parts-image model which is largely inspired by the Subtractive Pixel Adjacency
Matrix (SPAM) steganalytic feature [40] and the coder. The optimal coder uses the distortion function generated by
the image model to determine which cover elements to be changed. HUGO focuses on the image model such that
distortion function can be generated more adaptively to the image content without changing the coder.

2.1.2. Data Hiding by LSB

This is one of the common techniques of image steganography , based on manipulating the least-significant-
bit (LSB) [5, 7] and [34] planes by directly replacing the LSBs of the cover-image with the message bits. LSB
methods typically achieve high capacity but unfortunately LSB insertion is vulnerable to slight image manipulation
such as cropping and compression.

2.1.3. Data Hiding by PVD

The pixel-value differencing (PVD) method proposed by Wu and Tsai [48] can successfully provide both
high embedding capacity and outstanding imperceptibility for the stego-image. The pixel-value differencing (PVD)
method segments the cover image into non overlapping blocks containing two connecting pixels and modifies the pixel
difference in each block (pair) for data embedding.

2.1.4. Data Hiding by GLM

In 2004, Potdar et al.[12] proposes GLM (Gray level modification) technique which is used to map data by
modifying the gray level of the image pixels. Gray level modification Steganography is a technique to map data (not
embed or hide it) by modifying the gray level values of the image pixels. GLM technique uses the concept of odd and
even numbers to map data within an image. It is a one-to-one mapping between the binary data and the selected pixels
in an image.
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2.1.5. Bhattachayya and Sanyal’s Transformation

Bhattachayya and Sanyal devised a new image transformation technique in [4, 38] known as Pixel Mapping
Method (PMM) for information hiding within the spatial domain of any gray scale image.Embedding pixel generation
depends on the intensity value of the previous pixel selected. It includes a decision factor, dependent on intensity with
a fixed way of calculating the next pixel. Before embedding a checking has been done to find out whether the selected
embedding pixels or its neighbors lies at the boundary of the image or not. Data embedding are done by mapping each
two or four bits of the secret message in each of the neighbor pixel based on some features of that pixel. Figure 2 and
3 shows the mapping information for embedding two bits or four bits respectively.

Figure 2. PMM Mapping Technique for embedding of two bits

Figure 3. PMM Mapping Technique for embedding of four bits

Extraction process starts again by selecting the same pixels required during embedding. At the receiver side
other different reverse operations has been carried out to get back the original information.

2.2. Transform Domain Steganographic Method

Transform domain steganography method hides messages in significant areas of cover image which makes
them robust against various image processing operations like compression, enhancement etc. The widely used transfor-
mation functions include Discrete Cosine Transformation (DCT), Fast Fourier Transform (DFT), and Wavelet Trans-
formation.

2.2.1. DCT based Data Hiding

DCT technique used in JPEG compression algorithm to transform successive 8 × 8 pixel blocks of image
from spatial domain to 64 DCT coefficients each in frequency domain. The least significant bits of the quantized DCT
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coefficients are used as redundant bits into which the hidden message can be embedded. The modification of a single
DCT coefficient affects all 64 image pixels. Because this modification happens in the frequency domain and not the
spatial domain, there are no noticeable visual differences.The advantage DCT has over other transforms is the ability
to minimize the block-like appearance resulting when the boundaries between the 8 × 8 sub-images become visible
(known as blocking artifact).

Figure 4. Steganography Principle in transform (DCT) domain

J-Steg [42] and JPHide [28] are the two classical JPEG steganographic tools developed based on LSB em-
bedding technique.JSteg embeds the secret information into the cover image by sequentially replacing the LSBs of
non-zero quantized DCT coefficients with the secret message bits where as JPHide not only modifies the LSBs of the
selected coefficients but also modifies the bits of the second least significant bit-plane.F5 steganographic algorithm
was introduced by Westfeld [47] where instead of replacing the LSBs of quantized DCT coefficients with the message
bits, it modifies the randomly-chosen coefficient by decreasing the absolute value of the coefficient by one.

OutGuess [32] has been developed through UNIX. Yet Another Steganographic Scheme (YASS) [20] works
based on the principle of JPEG steganography but does not directly embed data in JPEG DCT coefficients. Instead
an input image in spatial domain is divided into blocks with a fixed large size known as the big blocks (or B-blocks).
Within each B-block, an 8x8 embedding host block (or H-block) is selected randomly with a secret key for performing
DCT. Next step is to encode the secret data by error correction codes and embedded in the DCT coefficients of the H-
blocks by QIM technique. Finally, after performing the inverse DCT to the H-blocks, the whole image is compressed
and distributed as a JPEG image.

Model Based Steganography [35] designed through an information-theoretic approach for performing steganog-
raphy and steganalysis using a statistical model of the cover medium. This methodology is general and can be applied
to virtually any type of media. MB steganography methods has been proposed for JPEG images, achieves a higher
embedding efficiency and message capacity than the previous methods also remains secure against first order statisti-
cal attacks. MME [49] utilizes side information at the sender in terms of the uncompressed image and employs matrix
embedding to minimize an appropriately defined distortion function.

BCH and BCHopt [43] are side-informed algorithms that employ BCH codes to minimize the embedding
distortion in the DCT domain defined using the knowledge of non-rounded DCT coefficients. BCHopt is an improved
version of BCH that contains a heuristic optimization and also hides message bits into zeros.

Wang et al. [45] presents an efficient JPEG steganography scheme based on the block entropy of DCT
coefficients and syndrome trellis coding (STC).Danti et al. [9] proposes a novel image steganography method based
on randomized bit embedding.In this approach the Discrete Cosine Transform (DCT) of the cover image is obtained
and the stego image is constructed by hiding the given secrete message image in Least Significant Bit of the cover
image in random locations based on threshold.

To enhance the embedding capacity Chia-Chen Lin et al. [29] proposes a new data hiding scheme based
on a notation transformation concept. The image quality of stego-images with their proposed scheme remains above
30 dB for most test images when the hiding capacity is above 90000 bits. KB Raja et al. [19] proposes Bit Length
Replacement Steganography Based on DCT Coefficients (BLR). It is observed that the BLR algorithm has better
PSNR, security and capacity compared to the existing algorithm.

2.2.2. DWT based Data Hiding

Wavelet-based steganography [2] and [26] is a new idea in the application of wavelets. However, the standard
technique of storing in the least significant bits (LSB) of a pixel still applies. The only difference is that the information
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is stored in the wavelet coefficients of an image,instead of changing bits of the actual pixels.

3. THE PROPOSED METHODOLOGY: DCT DIFFERENCE MODULATION (DCTDM) STEGANOGRA-
PHY

This work presents a novel DCT difference based stenographic method in transform domain , an enhanced
idea of the Bhattacharyya and Sanyal’s Transformation [4, 38].The main idea of this approach is to store data by
modulating the difference between the DCT coefficients.In the selected cover image a plane of embedding is selected
first , for a gray scale image is the image itself while for the RGB cover image is the middle green plane to minimize
the distortion. The raw pixel data of targeted cover plane in transformed by taking 8 × 8 block DCT thus yielding
(n2/64) blocks of 64 DCT coefficients each.The results of a 64-element DCT transform are 1 DC coefficient and
63 AC coefficients. The DC coefficient represents the average color of the 8 × 8 region. The 63 AC coefficients
represent color change across the block. So since the DC coefficient gives vital information about the overall color
characteristics of the 8X8 region so we exclude it and eventually the remaining 7 AC coefficients of the first row of
the block from embedding data. Within each of the remaining 7 rows of 8 AC coefficients each, the binary encoding
of a secret message character is embedded. This is a 2-bit embedding process where arithmetic operation is used to
map a pair of binary bits into the computed difference between two adjacent AC coefficients. In order to make the
algorithm resistant to compression, during extraction the range of the coefficient differences is considered to fetch the
secret message bits. Further DCTDM approach shows the resistivity against different image attacks like noise addition
and compression. Additionally the embedded message based on this algorithm stays undetected against some state of
the art steganalysis attacks also.

4. ALGORITHM
This section describes the algorithms of the embedding and extraction process of the proposed DCTDM

method.

4.1. Embedding Algorithm

1. Fetch the embedding plane of the cover image.

2. Get the 8-bit binary representation of each secret message character.

3. Transform the raw pixel data of embedding plane into DCT coefficients by taking 8X8 block DCT.

4. Take the absolute values of DCT coefficients.

5. Within each block of 64 coefficients, exclude the first row and consider the remaining matrix of 56 AC coeffi-
cients.

6. For each of the 7 rows of 8 AC coefficients embed the binary encoding of a secret message character as follows:

7. Compute the difference between non-overlapping adjacent pairs of AC coefficients thus yielding 4 difference
values:

8. Perform arithmetic computations as shown in figure 5 to map 2-bits of secret message say Bi and Bi+1 by
modulating each difference Dj for j = 1, 3, 5, 7, where Dj = acj - acj+1 to two distinct values of ε1 and ε2
such that |ε2 − ε1| = δ
Case 1: Bi = 0 and Bi+1 = 0

Magnitude of difference Dj= ε1 & Sign of difference Dj = Positive

Case 2: Bi = 0 and Bi+1 = 1

Magnitude of difference Dj= ε2 & Sign of difference Dj = Positive

Case 3: Bi = 1 and Bi+1 = 0

Magnitude of difference Dj= ε2 & Sign of difference Dj = Negative
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Case 4: Bi = 1 and Bi+1 = 1

Magnitude of difference Dj= ε1 & Sign of difference Dj = Negative

Figure 5. DCT difference table for data embedding

9. Update the changes to the DCT coefficients and take inverse DCT to transform back to spatial domain.

10. Integrate the inverse DCT blocks to get the Stego plane with embedded data .

11. For RGB cover image, attach the two enclosing Red and Blue planes with the stego plane to get stego image.

12. Apply lossless compression to stego image like JPEG compression with Quality Factor 100 or PNG or GIF
compression techniques for ease of transmission and obtain final compressed stego image.

Figure 6 below shows the pictorial description of the embedding process.

Figure 6. Pictorial Description of embedding algorithm

4.2. Extraction Algorithm

1. Get the compressed stego image.

2. Fetch the extraction plane of the stego image which is the image itself for gray scale image and the green plane
for an RGB image.

3. Transform the raw pixel data of extraction plane into DCT coefficients by taking 8X8 block DCT.

4. Take the absolute values of DCT coefficients.

5. Within each block of 64 coefficients, exclude the first row as it does not contain any relevant secret message and
consider the remaining matrix of 56 AC coefficients.

6. From each 8 element row of AC coefficients extract the binary code for a secret character as follows

DCTDM Image Steganography (Souvik Bhattacharyya)
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7. Compute the difference between non-overlapping adjacent pairs of AC coefficients thus yielding 4 difference
values as given below.

8. Consider the magnitude and sign of each difference Dj for j = 1, 3, 5, 7, where Dj = acj - acj+1 to extract 2
secret bits of message Bi and Bi+1 .

9. Due to distortion of the exact values of Dj while compression consider the range of difference values for Dj

and its sign in extraction phase as follows in figure 7

Case 1 : if Dj is positive and abs(Dj) > 0 and abs(Dj) < δ then Bi = 0 and Bi+1 = 0

Case 2 :if Dj is positive and abs(Dj) ≥ δ then Bi = 0 and Bi+1 = 1

Case 3 :if Dj is negative and abs(Dj) ≥ δ then Bi = 1 and Bi+1 = 0

Case 4 :if Dj is negative and abs(Dj) > 0 and abs(Dj) < δ then Bi = 1 and Bi+1 = 1

10. Combine the binary bits together and get the ASCII values of the embedded character and eventually the secret
character.

11. Continue the Extraction steps of 6 to 10 until all the secret characters have been extracted.

Figure 7. DCT difference table for data extraction

Figure 8 below shows the pictorial description of the extraction process.

Figure 8. Pictorial Description of extraction algorithm
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5. EXPERIMENTAL RESULTS
Experimental results of the proposed method has been evaluated based on two benchmarks techniques.First

one is the capacity of hidden data and the second one is the imperceptibility or the quality of the stego image.

5.1. Embedding Capacity Test

Evaluating the capacity of a steganography technique means to find out the maximum number of bits that can
undetectably be hidden. The payload indicates the maximum number of bits that can be hidden with an acceptable
resultant stego-carrier quality.The embedding capacity of the DCTDM method has been compared with other existing
methods like J-Steg [42] ,F5[47], Outguess [32] , Methods by Liu et al [8] and Lin et al [29].Some of the standard test
gray images of 512× 512 dimensions have been taken as the cover images for the experimental basis.

Figure 9. Comparison of embedding capacity in terms of bits

5.2. Imperceptibility Test

The deference between the cover and stego carrier should be perfectly imperceptible to the human eye, is
the feature of an ideal steganographic scheme.The higher the quality of stego images, the larger the imperceptibility
of the steganographic system. The quality of stego image produced by the proposed method has been tested exhaus-
tively based on various image similarity metrics namely MSE,RMSE,PSNR,SSIM,Shannon’s Entropy,KL divergence
distances and Normalized Cross-correlation.

5.3. Mean Squared Error (MSE),Root Mean Squared Error (RMSE) and Peak Signal to Noise Ratio (PSNR)

The peak signal-to-noise ratio (PSNR) is the ratio between a signal’s maximum power and the power of
the signal’s noise where as the mean squared error (MSE) measures the average of the squares of the ”errors”. The
error is the amount of value implied by the estimator , differs from the quantity to be estimated.The root-mean-square
deviation (RMSD) or root-mean-square error (RMSE) is a frequently used measure of the differences between values
predicted by a model or an estimator and the values actually observed from the thing being modeled or estimated. The
PSNR is used to evaluate the quality of the stego-image after embedding the secret message in the cover. Assume a
cover image C(i,j) that contains N by N pixels and a stego image S(i,j) where S is generated by embedding / mapping
the message bit stream. Mean squared error (MSE) of the stego image is calculated as equation 1.

MSE =
1

[N ×N ]2

N∑
i=1

N∑
j=1

[C(ij)− S(ij)]2 (1)

The PSNR is computed using the following formulae given in equation 2:

PSNR = 10 log10 2552/ MSE db. (2)

A comparative study of PSNR with some other existing techniques has been shown in figure 10 below. PSNR
values has been calculated by embedding same amount of secret bits as per the embedding capacity of Outguess.

5.4. Structural Similarity Measures (SSIM)

The structural similarity (SSIM) [50] index is a method for measuring the similarity between two images.
SSIM is designed to improve on traditional methods like peak signal-to-noise ratio (PSNR) and mean squared error
(MSE), which have proved to be inconsistent with human eye perception.
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Figure 10. Comparison of PSNR with other existing ones

The SSIM metric is calculated on various windows of an image. The measure between two images x and y
of common size N ×N given in equation 3.

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
(3)

• where µx is the average of x and µy is the average of y.

• σ2
x is the variance of x.

• σ2
y is the variance of y.

• σxy is the covariance of x and y.

• c1 = (k1L)2 and c2 = (k2L)2 are two variables to stabilize the division with weak denominator.

• L is the dynamic range of the pixel-values.

• k1 = 0.01 and k2 = 0.03 by default.

5.5. Shannon’s Entropy

The term Entropy usually refers to the Shannon’s Entropy, which quantifies the expected value of the in-
formation contained in a message, usually in units such as bits.The concept was introduced by Claude E.Shannon in
his 1948 paper ”A Mathematical Theory of Communication” [36].Named after Boltzmann’s H-theorem , Shannon
denoted the entropy H of a discrete random variable X with possible values x1, x2, ...., xn as,

H(X) = E(I(X)) (4)

Here E is the expected value, and I is the information content of X.I(X) is itself a random variable. If p
denotes the probability mass function of X then the entropy can explicitly be written as

H(X) =
n∑
i=1

p(xi) I(xi) =
n∑
i=1

p(xi) logb
1

p(xi)
= (5)

−
n∑
i=1

p(xi) logb p(xi) (6)

5.6. Steganography Security using Kullback Leibler Divergence

Denoting C the set of all covers c, Cachin’s definition of steganographic security [6] is based on the assump-
tion that the selection of covers from C can be described by a random variable c on C with probability distribution
function (pdf) P. A steganographic scheme S is a mapping C ×M × K → S that assigns a new (stego) object s,
sεC, to each triple (c,M,K), where MεM is a secret message selected from the set of communicable messages, M,
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and KεK is the steganographic secret key.Assuming the covers are selected with pdf P and embedded with a message
and secret key both randomly (uniformly) chosen from their corresponding sets, the set of all stego images is again a
random variable s on C with pdf Q. The measure of statistical detectability is the Kullback Leibler divergence

DKL(P‖Q) =
∑
cεC

P (c) log
P (c)

Q(c)
. (7)

when DKL(P‖Q) < ε,the stego system is called ε secure.
The level of security of the hidden information of developed embedding algorithm has been calculated using

Kullback Leibler Divergence (KLD) and measured within a range of 0 to 1, where the value nearest to 0 indicates
more secure information.

5.7. Cross Correlation

Similarity measure of two images can be done with the help of normalized cross correlation generated from
the above concept using the following formula:

r =

∑
(C(i,j)−m1)(S(i,j)−m2)√

(
∑
C(i,j)−m1

)2
√

(
∑
S(i,j)−m2

)2
(8)

Here C is the cover image, S is the stego image,m1 is the mean pixel value of the cover image and m2 is the
mean pixel value of stego image.

Figure 11 and 12 shows the calculated value of various image similarity metrics for LENA Gray Scale and
RGB image at different payload.

Figure 11. Different Image Similarity Metrics for Lena (512x512) Gray Scale Image at different payload

6. ATTACKS ON THE STEGO IMAGES
Spatial methods falter from most types of image attacks and the robustness of the spatial techniques limits the

overall effectiveness.The transform domain representation of an image serves as a stronger channel for transmitting
information covertly while minimizing distortion of the container image.DCTDM based steganographic image has
been tested against various image attacks like noise addition, image compression and results are simulated in different
subsections below.

6.1. Noise attack on the DCTDM Images

Two types of noise namely Gaussian and Salt & Pepper noise ,has been added to the DCTDM stego images
before the extraction operation takes place and the final results is quite promising and has given a satisfied perfor-
mance.Figure 13 and 14 shows the results of noise attack.

DCTDM Image Steganography (Souvik Bhattacharyya)
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Figure 12. Different Image Similarity Metrics for Lena (512x512) RGB Image at different payload

Figure 13. Noise Attack on DCTDM Gray images

Figure 14. Noise Attack on DCTDM RGB images

6.2. Compression on DCTDM Images

DCTDM stego images (both Gray and RGB) has also been tested exhaustively against image compression
attack. Figure 15 below shows the compression ratio of different DCTDM based stego images at different embedding
rates.
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Figure 15. Image Compression Ratio for DCTDM Stego Images at different embedding rates

7. STEGANALYSIS ON THE STEGO IMAGES
Steganalysis is the science of detecting hidden information. On the way to design secure steganographic

algorithms, the development of attacks is essential to assess security.In this work all the stego images produced by
DCTDM algorithms has been tested against some of well known steganalysis attack namely Chi-square Analysis ,
RS Steganalysis , Sample Pair Analysis, Triples and Weighted Stego Analysis.Finally DCTDM algorithms has been
tested with present day state of the art steganalysis technique using RICH Model.

7.1. Chi-Square Analysis

Andreas Pfitzmann and Andreas Westfeld [46] developed a method from the statistical analysis of Pair of
Values (PoVs), exchanged during sequential embedding. Sequential embedding makes PoVs in the values embeded
in. For example, embedding in the spatial domain makes PoVs (2i,2i +1) such that 0↔ 1, 2↔ 3, 4↔ 5, 252↔ 253,
254 ↔ 255. This will affect the histogram Yk of the image pixel value k , while the sum of Y2i + Y2i+1 will remain
unchanged. Thus the expected distribution of the sum of adjacent values obtained from (9) and the χ2 value for the
difference between distributions with v -1 degrees of freedom obtained from (10). From (9) and (10) the χ2 statistic
PoVs are obtained as given in (11).

E(Y2i) =
1

2
(Y2i + Y2i+1) (9)

χ2 =
v∑
i=1

(F − E(F ))2

E(F )
(10)

χ2
PoV =

127∑
i=1

((Y2i)− ( 1
2 (Y2i + Y2i+1)))2

(Y2i + Y2i+1)
(11)

Figure 16 and 17 below shows the various plots based on the Chi Square Analysis.

7.2. RS Analysis

Fridrich et al. [13] devised an efficient LSB steganalytic method,able to estimate the length of the embedded
message accurately on a digital image. In a 8-bit image, there lies some degree of correlation between the LSB and
the other seven bit planes and insertion of a message in the LSB plane in a randomized manner, reduces correlation
between the LSB and remaining bit planes or even lost. Let I be the 8 bit gray scale image to be analyzed having
width W and height H pixels. Each pixel has been denoted as P having value 0,1, . . . ,255. Next step is to capture the
spatial correlations using a discrimination function f that assigns a real number f(x1, ..., xn) ∈ R to a group of pixels
G = (x1, ..., xn). Let the discrimination function defined in equation 12 which measures the smoothness of G the
noisier the group G is, the larger the value of the discrimination function becomes.

f(x1, ..., xn) =
n−1∑
i=1

|xi+1 − xi| (12)
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Figure 16. Plot of Chi Square Statistics for DCTDM stego images (LENA 512x512)

Figure 17. Plot of Chi Square Probability Distribution for DCTDM stego images (LENA 512x512)

The LSB embedding increases the noisiness in the image, and thus we expect the value of f to increase after
LSB embedding. The LSB embedding process can be conveniently described using a flipping function F1 : 0 ↔ 1,
2 ↔ 3, . . . , 254 ↔ 255, and F−1 be a shifting function denoted as F−1 : −1 ↔ 0, 1 ↔ 2, . . . , 255 ↔ 256
over P. For completeness,F0 be the identity function such as F0(x) = x,∀xεP . Next step is to apply a mask M , used
to represents which function is to apply to each element of a group G. The mask M is an n-tuple with values -1, 0, 1.
Similarly, define -M as M’s compliment. The discrimination function f and the flipping operation F define three types
of pixel groups:Regular (R), Singular (S)and Unchanged (U) depending on how the flipping changes the value of the
discrimination function.

• Regular groups: GεRM ⇔ f(F (G)) > f(G)

• Singular groups: GεSM ⇔ f(F (G)) < f(G)

• Unusable groups: GεUM ⇔ f(F (G)) = f(G)

RS Analysis method concludes that, for typical images RM ≈ R−M and SM ≈ S−M and no change in R
and S value for embedding character of various sizes.Results of RS analysis in various stego images having different
embedding capacity has been shown in figure 18 and 19.
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Figure 18. RS Parameter at various insertion rate for DCTDM stego images (LENA 512x512)

Figure 19. RS Diagram at various insertion rate for DCTDM stego images (LENA 512x512)

7.3. Sample Pair Analysis

Sample Pair Analysis (SPA) was first introduced by Dumitrescu et al. [11] but the more extensible alternative
approach has been proposed by Ker [21].Similar to RS analysis, SPA evaluates groups of spatially adjacent pixels. It
assigns each pair (x1, x2) to a trace set Ci, so that

Ci = {(x1, x2) ∈ χ2|bx2
2
c − bx1

2
c = i} where |i| ≤ b(maxχ−minχ)/2cξ (13)

Each trace set Ci can be further partitioned into up to four trace subsets, of which two types can be distinguished:

• Pairs (x1, x2) whose values differ by i = x2 − x1 and whose first elements x1 are even belong to ξi.

• Pairs (x1, x2) whose values differ by i = x2 − x1 and whose first elements x1 are odd belong to Θi.

Consequently, the union of trace subsets ξ2i+1 ∪ ξ2i ∪ Θ2i ∪ Θ2i−1 = Ci constitutes a trace set (shown in
Figure 20 below).

Figure 20. Relation of trace sets and subsets in SPA (X = [0, 255])

This definition of trace sets and subsets ensures that the LSB replacement embedding operation never changes
a sample pair’s trace set, i.e., C(o)

i = C
(p)
i = Ci, but may move sample pairs between trace subsets that constitute
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the same trace set. So cardinalities |Ci| are invariant to LSB replacement,whereas |ξi| and |Θi| are sensitive. The
transition probabilities between trace subsets depend on the net embedding rate p as depicted in the transition diagram
of Figure 21.

Figure 21. Transition diagram between trace subsets under LSB replacement

So the effect of applying LSB replacement with rate p on the expected cardinalities of the trace subsets can
be written as four quadratic equations (as shown in matrix notation form in equation 13.1 below)

Trace subsets ξ(p) and Θ(p) are observable from a given stego object. An approximation of the cardinalities of
the cover trace subsets ξ(0) and Θ(0) can be rearranged as a function of p by inverting Equation (13.1). The transition
matrix is invertible for p < 1 is given in Equation (13.2).

With one additional cover assumption, namely |ξ(0)2i+1| ≈ |Θ
(0)
2i+1|, the first equation of this system for i can

be combined with the fourth equation for i+ 1 to obtain a quadratic estimator p̂ for p.

|ξ̂(0)2i+1| = |Θ̂
(0)
2i+1| (14)

0 =
(2− p)2

(2− 2p)2
(|ξ(p)2i+1| − |Θ

(p)
2i+1|)

+
(p)2

(2− 2p)2
(|Θ(p)

2i−1| − |ξ
(p)
2i+3|)

+
(p(p− 2))

(2− 2p)2
(|ξ(p)2i |+ |Θ

(p)
2i | − |ξ

(p)
2i+2| − |Θ

(p)
2i+2|) (15)

0 = p2(|Ci| − |Ci+1|) + 4(|ξ(p)2i+1|

−|Θ(p)
2i+1|)

+2p(|ξ(p)2i+2|+ |Θ
(p)
2i+2| − 2|ξ(p)2i+1|

+|Θ(p)
2i+1| − |ξ

(p)
2i | − |Θ

(p)
2i |) (16)
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The smaller root of Equation (21) is a secret message length estimate p̂i based on the information of pairs in trace set
Ci. Standard SPA sums up the family of estimation equation (21) for a fixed interval aroundC0, such as−30 = i = 30,
and calculates a single root p̂ from the aggregated quadratic coefficients. Results of SPA analysis in DCTDM image
at different embedding capacity has been depicted in figure 22.

Figure 22. Sample Pair Detection Rate for DCTDM stego images (LENA 512x512)

7.4. Triples and Weighted Stego Analysis

Triples analysis [23] considers 3-tuples of sample values.First step is to fix a trace set Cm,n and then it
will be divided into 8 trace subsets. Subsets connected by an edge are related by the flipping of the LSB of exactly
one sample in the 3-tuple.Generally the probability of transition from onetrace subset to another is pi(1 − p)(3−i),
where i is the length of the shortest path between them as shown in Figure 28.If the trace subsets are enumerated in the
order ξ2m,2n,Θ2m−1,2n, ξ2m+1,2n−1,Θ2m,2n−1, ξ2m,2n+1,Θ2m−1,2n+1, ξ2m+1,2n,Θ2m,2n then the transition matrix
is computed as,

The inverse of T3 consists of third order rational polynomials in p. So after substitution q = 1
1−2p the

simplified matrix is,

For a given stego image , considering each trace set Cm,n and counting the trace subsets to form a vector X́ .
Next step is to hypothesize a value of p and form estimate for the sizes of the trace subsets of the cover image using
the following

X̂ = T3
−1X́ (17)

For the analogous property or the parity symmetry,ξ2m,2n = Θ2m,2n each m,n and considering just one case
of parity symmetry, ξ2m+1,2n+1 = Θ2m+1,2n+1.Error terms for each m and n can be computed as

εm,n = ξ̂2m+1,2n+1 − Θ̂2m+1,2n+1 (18)
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Final step is to find the value of embedding rate p which minimizes the error rate.

Introduced by Fridrich and Goljan [15], WS steganalysis estimates the hidden payload, more precisely, the
embedding rate p, of a stego object created by applying the LSB replacement embedding operation to uniformly
distributed positions of the cover. The method has been extended to detect sequential embedding by Ker [24], further
refined in [22].

Sample Pair ,Triples and WS analysis has been tested over the pepper 512 × 512 gray scale image and the
overall observations are notified.Over a wide range of p varying from 0.00305 to 0.875 the percentage of deviation in
estimated embedding rate made by WS Analysis with bias correction is above 97.95% where as without bias correction
yields slightly better and less deviation % of 28.155 and 65.0123 for actual embedding rates of 0.00152 and 0.00305
respectively.For a wide span of p ranging from 0.122 to 0.875 the deviation rate is above 97%. Similar observation
is obtained considering steganalysis performed by lsb detectors like SP and Triples. Triples analysis is quiet close to
WS Analysis with bias correction, yielding a high deviation % of 98.60 and above for the range of 0.0152 to 0.875.
While even SP analysis yielding a high deviation % of 85.39 and above for all p above 0.0305 which proves that
DCTDM method is resistant to attacks of different LSB detectors like WS , SP and Triples.Results of SP,Triples and
WS analysis on DCTDM images has been shown below on figure 23 and 24 respectively.

Figure 23. Plot of Deviation of the estimated rate vs actual embedding rate for Pepper 512x512 image for SP and
Triples Analysis

Figure 24. Plot of Deviation of the estimated rate vs actual embedding rate for Pepper 512x512 image for WS Analysis
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7.5. Steganalysis using RICH Model

To demonstrate the robustness of the proposed DCTDM image steganographic algorithm the stego images
produced at different payloads has been tested using the features of JPEG rich model [14, 25].Rich models require a
scalable machine learning algorithm and designed based on the ensemble classifier [17] for all experiments as it enables
fast training in high-dimensional feature spaces and its performance on low-dimensional feature sets is comparable to
the much more complex SVMs [17].

The performance of DCTDM method has been compared with some other like F5[47] , MB[35], YASS[20],
MME[49], BCH, and BCHopt[43].

For evaluating the performance of every steganographic method, stego images using a range of different
payload sizes expressed in terms of bits per nonzero AC DCT coefficient (bpac), and trained using a separate classifier
to detect each of them. Before classification, all cover-stego pairs were divided into two halves for training and testing,
respectively. The minimal total error PE under equal priors achieved on the testing set as

PE = min(PFA)[
PFA + PMD(PFA)

2
] (19)

where PFA is the false alarm rate and PMD is the missed detection rate. The steganalysis performance of the proposed
DCTDM method has been compared with different JPEG steganalysis method mentioned above using the following
feature spaces (models), the numbers in brackets denote their dimensionality:

• CHEN (486) = Markov features utilizing both intra- and inter-block dependencies.

• CC-CHEN (972) = CHEN features improved by Cartesian calibration.

• LIU (216) = the union of diff-absNJ-ratio and ref-diff-absNJ features published in.

• CC-PEV (548) = Cartesian-calibrated PEV feature set.

• CDF (1,234) = CC-PEV features expanded by SPAM features [16] extracted from spatial domain.

• CC-C300 (48,600) = the high-dimensional feature space proposed in.

• CF* (7,850) = compact rich model for DCT domain proposed in.

• JRM (11,255) = the rich model proposed in this paper, without calibration.

• CC-JRM (22,510) = Cartesian-calibrated JRM.

• J+SRM (35,263) = the union of CC-JRM and the Spatial-domain Rich Model (SRM) proposed in.

Resulting errors PE of different embedding methods are reported in figure 25.From the steganalysis point of
view it can be said that the performance of the DCTDM method based on RICH model analysis is quite promising
compared to other existing one except the BCHopt method.
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Figure 25. Median Testing Error for Different JPEG steganographic methods

8. COMPARISON WITH OTHER EXITING METHOD
This section compares the developed DCTDM with the existing methods like Least-significant-bit (LSB)

[5, 7], PVD [48], GLM [12] all in Spatial domain and methods like JSteg [42] , F5 [47], Outguess [32] , Liu et al
[8] , KB Raja et al.[19], Danti et al.[9] and Chia-Chen Lin et al. [29] all in DCT domain.Table 1 and 2 shows the
comparison of DCTDM method with other existing methods in Spatial and DCT domain respectively.

Table 1. Comparison of DCTDM with other Spatial Domain Methods

LSB, PVD and GLM DCTDM

i) All are spatial domain techniques. Data can be easily
tractable from raw pixel intensities and falter from most
types of image attacks.

i) It is a transform domain technique, extraction is done
from dct coefficients which is far more complex but ro-
bust against any type of image attacks.

ii) Works only on uncompressed image. ii) Works on both uncompressed and compressed image.
iii) For evaluating performance only MSE and PSNR has
been incorporated.

iii) In addition to MSE and PSNR various other image
similarity metrics has been incorporated.

iv) Embedding capacity is low. iv) Embedding capacity is high.
v) Security of hidden data has not tested v) Security of hidden data has been tested with Kullback

Leibler Divergence and the security is very high.
vi) Falters from steganalysis techniques vi) Tested against steganalysis attack like Chi-Square

[46] , RS analysis [13] and Sample Pair Analysis [11, 21]
and the performance is satisfactory.

8.1. Comparative Study between HUGO Steganography Method and DCTDM

1. HUGO is a content adaptive spatial domain algorithm while DCTDM in order to enhance its security embeds
bits in transform domain. It achieves higher security than transform domain techniques that directly manipulate
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Table 2. Comparison of DCTDM with other Transform Domain Methods

JSteg ,F5 ,Outguess ,Liu et al. ,Raja et al. , Danti et al.
and Lin et al.

DCTDM

i) All works only on uncompressed image. i) Works on both uncompressed and compressed image.
ii) For evaluating the performance only MSE and PSNR
has been incorporated.

ii) In addition to MSE and PSNR various other image
similarity metrics has been incorporated.

iii) Embedding capacity is low. iii) Embedding capacity is high.
iv) Security of hidden data has not tested iv) Security of hidden data has been tested with Kullback

Leibler Divergence and the security is very high.
v) Not tested against various steganalysis attacks v) Tested against steganalysis attack like Chi-Square [46]

, RS analysis [13] and Sample Pair Analysis[11, 21].

DCT coefficient values as DCTDM embeds into adjacent DCT coefficient differences thus manipulating two
coefficients together to hide bits and direct extraction merely from single DCT value may not be possible in
existing DCT based steganographic approach like F5[47], Danti et al[9] etc.

2. As HUGO relies on minimal impact embedding similarly DCTDM attempts to adjust the modified DCT coeffi-
cient values optimally so as to have minimum diversion while performing inverse DCT.

3. DCTDM extraction additionally is noise and lossless compression resistant while HUGO and other spatial
domain method is unable to deal with.

4. Average classification error PE of DCTDM for different payload using 2nd order SPAM feature is quite com-
parable with HUGO classification error as shown in the plots of figure 26.

Figure 26. Comparative study of steganalysis of HUGO and DCTDM using 2nd order SPAM feature (dim 686) using
ensemble classifier

9. CONCLUSION
This work dealt with an efficient image steganography method in Discrete Cosine Transform domain.From

the comparative study it has been identified DCTDM method performs better compared to some other existing methods
in terms of various performance detectors like embedding capacity,PSNR,SSIM etc. Additionally DCTDM approach
is robust against different image attacks like noise addition,compression.From the security aspects the relative entropy
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distance (KL divergence) is very low between the cover and stego image which yields a very high security value
of the hidden data.The hidden message also stays undetected after application of some well known steganalysis like
ChiSquare,RS Analysis , Sample Pair and Triples Analysis method on it.DCTDM gives a moderate results against
RICH Model analysis also. In summary it can be concluded that the proposed DCTDM method has the following
advantages:

• The embedding capacity provided by the DCTDM method is much larger than those provided by JSteg, F5,
OutGuess and others steganographic methods mentioned above.

• Value of different similarity metric parameters are quite promising .

• Security of the hidden data is very high.

• This approach can avoid different image attacks also including some state of the art different modern steganalysis
methods also.
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